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Abstract. The Fukui function, f(7), was proposed as a
tool for deducing the relative reactivity of different
positions in a molecule by Parr and Yang in 1984.
Herein we sketch the theory of the Fukui function,
with special emphasis on its logical motivation, inter-
pretation, qualitative characteristics, and practical
computation. We conclude with some words about
the Fukui function’s extensions, limitations, and
importance.
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1 Introduction

Chemistry is the study of how atoms and molecules
act when exposed to external stimuli (other electronic
systems, lasers, electrodes, Bunsen burners, etc.).
Theoretical chemistry is tasked with both the expla-
nation of existing chemical data and the prediction of
new results. Even the former of these tasks is
formidable; perusal of a chemical catalog or one of
the many handbooks of chemistry will convince one
that separate theoretical treatment of each cataloged
molecule and chemical reaction is neither possible nor
desirable. What we desire are “‘primitive patterns of
understanding” [1] — general principles that both
impart order to the chemical storehouse of knowledge
and help to predict which molecules and chemical
reactions are the most likely to achieve some desired
goal.

One such principle is provided by the Fukui function,
proposed by Parr and Yang in 1984 as a tool for
understanding and predicting the relative reactivity of
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different sites in a molecule [2]. This paper provides a
perspective on the Fukui function through the lens of 15
years of subsequent developments.

2 Theoretical background

We start by asking the following question. Given a
molecule, A, how does it react with another molecule, B?
When addressing this problem, it is convenient to
work with the three-dimensional ground-state electron
density, p(¥). With the use of p(¥), the total energy is
given through

Eule) = Flol + [ pPhun()er (1)

where F is either the original Hohenberg—Kohn func-
tional for nondegenerate ground states or its later
extension to degenerate ground states. F' is the sum of
the kinetic energy functional, T, and the electron—
electron repulsion energy functional, V. [3, 4].

The electron density not only determines the total
energy, but also how the total energy changes as the
number of electrons, N, and the external potential, vy (¥),
change. To see this, start with the expression for the first-

order change in the energy [5]:

dEN, vo(F)] = <g—]€)mmdzv+ / <%)Névo(7)d7 .

(2)
Using Eq. (1) to derive
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and substituting Egs. (3) and (4) into Eq. (2) gives the
working equation [3]

dE[N, v (F)] = udN+/p(F)5vo(7)dF . (5)
It has been shown by Perdew et al. [6] that u is
discontinuous at integer values of N.

The identification of (0E/ON), » as an electronic
chemical potential gives severdl 1n51gi1ts into reactivity.
First of all, u can be regarded as measuring the escaping
tendency of electrons from a system; electrons flow from
places with high chemical potential to places with low
chemical potential until x is constant throughout the
molecule [3]. So u is related to the negative of the elec-
tronegativity [3, 7]. (Indeed, Mulliken’s electronegativity
scale is simply the finite difference approximation to —u
[7, 8].) The principle of electronegativity equalization
follows from the fact that u is a global property of the
molecule [7, 9-12]. The second term of Eq. (5) is just the
Hellmann-Feynman [13] expression in density functional
theory (DFT).

To get more detailed information about reactivity we
must consider the second-order change in the energy due
to changes in electron number and external potential.
These effects are carried in the first-order changes of the
chemical potential and the density [14]:

dulN, vo(7)] = @\‘]) dN + / (%)Navo(f)dﬁ
(6)

+ / (;U’: E§2)>N500(7’)d7’ Cm

The first term in Eq. (6) has been identified as the
absolute hardness, n [15]:

=), G, o

This identification has paved the way for enhanced
understanding of the hard/soft acid/base principle [15-
18] and the maximum hardness principle [19-23]. The
second term in Eq. (7) is called the linear response
function [3, 24, 25]

o07)= (Guien)., ?

o(7,7') measures the way the density changes when the
external potential changes.

The Maxwell relation for Eq. (5) is used to define the
Fukui function [2]:

0= (50) ™ (i), )

Substitution of Egs. (8)—(10) simplifies Egs. (6) and (7),
yielding the working equations

du[N,vo(F)] =ndN + /f(7)500(7>d7 (11)

3pIN, vo(7); 7] = £(7)dN + / o7, 7)ove(F)dF . (12)

3 Interpreting the Fukui function

We return to a consideration of the chemical reaction
A+B—A—B . (13)

Equations (5), (11), and (12) do much to explain this
reaction. For instance, consideration of the chemical
potentials u, and pg and the hardnesses 17, and ng not
only allows one to predict whether or not reaction
Eq. (13) will occur, but if the reaction occurs it allows
one to estimate the binding energy of the product
molecule, A-B [3, 12, 15, 17]. Consideration of the linear
response function for the reactant molecules allows one
to approximate the change in the density associated with
reaction Eq. (13). However, because p and # are global
constants they contain no information on site reactivity.
It is precisely information about site reactivity that is
contained in the Fukui function.

Consider the case where the chemical potential of
reactant B is much higher than that of reactant A. Then,
in accord with the principle of electronegativity equal-
ization, molecule B transfers electrons to molecule A.
Hence, for reaction Eq. (13), ANy >0 and AN < 0.
Now, consider the change in p, due to an increase in the
number of electrons, Na:

ro="%0) (14)

In Eq. (14) the superscript “+” on the derivative
indicates that the derivative is taken from above. We
conclude that molecule A readily accepts electrons into
regions where £, (7) is large.

Now consider the change in pg upon loss of electrons:

Tt = (851?;:)> ;_Bm ' "

We conclude that molecule B readily donates electrons
from regions where f5 (¥) is large.

We expect that when the product, A-B, forms, B will
have donated electrons to molecule A from those regions
where f5 (7) is large and A will have accepted electrons
from molecule B into regions where f,(7) is large. Ac-
cordingly, we expect chemical bonds to form between
atom(s) in fragment A where £} (7)was large and atom(s)
in fragment B where f5 (¥) was large.

What happens if the chemical potentials of molecules
A and B are similar, so that

AN, ~ ANg ~ 0 . (16)

In this case we suspect that reactant A will both accept
electrons from and donate electrons to reactant B. So
here we need the true derivative (as opposed to the one-
sided derivatives of Egs. 14 and 15):




PIN + &, v9(F)] — p[N — &, v9(F)]
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fO(7) = lim,

e—0

(17)

Unfortunately, since p has slope discontinuities at
integer numbers of electrons [2, 6, 26-28] (see Eq. 29),
the limit in Eq. (17) does not exist. But defining f°(7) as
the average of /1 (¥) and f~(¥) makes good sense, as is
seen from the following analysis:

fO(’—;) = lim p[N + 8700(7)] - p[N - 3100(7)]
~—~

2¢
e—0
(pPIN + &,v0(F)] — p[N, vo()])
= lim 2
R )= o — )
o (I -+ w()] = IV, v ()
8\:0’ 2¢
. (p[N, vo(F)] — p[N — &,v0(7)])
- @% 5 (18)
WAGEING
3 .
So, in this case we use
A =120 I0 (19)
and
fam =0 (20)

to predict site reactivity. Extension of our previous result
leads us to conclude that for reactions in which p, =~ e
bonds form between atom(s) in fragment A where f NG
was large and atom(s) in fragment B where f3(7) was
large [29].!

In summary, /(7) (Eq. 14) measures the reactivity
of a site in a molecule relative to nucleophilic attack;
f~(7) (Eq. 15) measures the reactivity of a site relative
to electrophilic attack; and f°(7) (Egs. 19, 20) measures
the reactivity of a site relative to neutral (or radical)
attack [2].

We note that one can obtain the same conclusions
when one considers [2]

'Berkowitz shows that during chemical reaction (Eq. 13), the
amount of charge transfer between the two molecular fragments A
and B increases as

Jy = //’A;‘; drd7’

increases. This result suggests that the Fukui potentials,

“fas()

7

a7,

U (F) =

indicate favorable orientations for the reacting fragments. Since the
Fukui potentials are large where fj/p is large, Berkowitz’s
conclusions agree with those in the text
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In this formulation the key realization is that du
represents the extent of a chemical reaction and hence
that ““|du| big is good” [2, 3]. One-sided functional
derivatives are once again required since u[N,vo(¥)] is
discontinuous at integer values of N [6, 26-28]. Use of
the definitions

.
= (25,
0= (:5),

and the ““|dyu| big is good™ rule leads to the recovery of
our previous results [2].

4 Qualitative properties of the Fukui function

Before attempting to accurately compute a quantity it is
useful to know something about its qualitative behavior.
Here we consider some results of this type for the Fukui
function.

1. Normalization. The Fukui function is normalized
to unity [3]:

/f(?)d? =1.

In proving this result we introduce the shape function,
o(¥) = p(¥)/N; note that ¢ is normalized to unity [30,
31]. Then

[ror [ (20 g (2o

]
_ <a[N fo >UO(F)

A
T) . . (26)

2. Cusp condition. In a molecule, the density has
cusps at each nuclear position, R,. These cusps satisfy
the relation

lim <(r_lf“) r=R.P (r)> — 27, ,
~~ _ R“|

|7

(25)

(27)
|771$a|%0
where Z, is the nuclear charge of the nucleus at the point
R, and the notation indicates that the initial point of the
vectors is R, [32-35]. Chattaraj et al. [36] showed that

Eq. (27) implies that the Fukui function also satisfies the
cusp condition

(28)

3. Asymptotic decay. If one uses the zero-temperature
limit of the grand canonical ensemble to interpolate
between integer numbers of electrons, then
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pIN +&,v0;7] = (1 — &)p[N, vo; 7] + ep[N + 1,v0: 7] ,
(29)
where ¢ is between zero and one, inclusive [0, 26-28].
Then
21\ - vo: 7l — oIN. vn: 7
1) = Op(IN" _ iy JPIN + & 0037] = p[N, v0; 7]
ON J,, \fo-j &
= p[N + 1,v0;7] — p[N, vo; 7] (30)
o (Op(P\ T . [pIN,vo; 7] — p[N — &, v0;7]
f(r):<8N vo—hr(r)lv -
:p[N,UQ;?]—p[N—I,UQ;?] . (31>

Equations (30) and (31) are remarkable since they
indicate that the finite difference approximation to
Eqgs. (14) and (15) with AN < 1 is exact (for exact DFT).

Far from any finite system, the electron density de-
cays exponentially according to

p(F)
where A4 is a constant of proportionality and IP is the

ionization potential of the system [37-44]. Due to the
empirically observed convexity of E versus N [3, 6],

IP[N, vo(7)] > IP[N + 1, ()] (33)

as long as the N + 1st electron is bound. When the
N + Ist electron is unbound, p[N, vg(F)] = p[N + 1, v9(7)]
and hence the Fukui function is a generalized function
which is zero everywhere but which i is normalized to 1
(as the o — 0% limit of the function & - e™").

Equations (30)—(33) reveal that at long range the
dominant contribution to the Fukui function is from
the density with the greatest number of electrons (as the
contribution from the other density decays exponentially
faster). Hence

_Dielrl, je-vEIPr (32)

)

R 22 AN 1, vl VERAY (34)
and
777 2 AN, vl VEP (35)

where EA and IP denote the electron affinity and
ionization potential of the N-electron system. Restating
Egs. (34) and (35) and including higher-order terms [37—
44] one finds that

{MHW(F))] ver \/m+2<(ztota1—N)_1><l>

or V2EA r
+ (higher powers of i) (36)
[a 1n(gr—(7))]
() )
+ (higher powers of %) : (37)

where Zy, is the sum of all the nuclear charges.

fH =0,

It should be noted that Egs. (30) and (31) also pro-
vide an alternative derivation of the cusp condition for
the Fukui function. This can be seen by substituting
Egs. (30) and (31) into Eq. (28) and using Eq. (27) to
simplify the result.

5 Computing the Fukui function

In Sect. 3 we showed that the Fukui function should be
useful for predicting site reactivity. How do we calculate
it? One possibility is to use Egs. (30) and (31). The first
problem with doing this is that it requires us to do ab initio
calculations not only for the neutral system, but also for
the cation and the anion. Having to perform three
calculations is difficult enough; the fact that one of these
calculations is for an anion complicates matters still
further. Another problem is that Eq. (29) is valid only for
the exact theory; approximate density functionals do not
satisfy this condition and hence Eqs. (30) and (31) are only
approximately true for DFT calculations performed with
approximate density functionals. Indeed, one sometimes
obtains qualitatively incorrect answers if Eq. (30) is
applied when Eq. (29) is not valid [45].

A different approach is to perform a gradient ex-
pansion of the Fukui function. For an atom, Chattaraj
et al. proposed the expansion

N O) { Wi)—l] Vil

N
2 (p(0)\ V() Vo ()
()" } o

where p(0) is the value of the density at the nucleus and
o is an empirical parameter [36, 46]. Unfortunately,
expansions of this type only produce one Fukui
function: f*(¥) and f~ () are not found [36, 46].

A variational method for obtaining the Fukui func-
tion has been devised [47]. Define the hardness kernel as
[3, 24]

sy Ol OFlpl o= ()
’ op(F)op(F')  op(F)op(F’) op(r') -
(39)
Then minimize the functional
// 7)d7d7’ (40)

with respect to ¢(7) which obey the normalization
constraint

/ gFdF=1 . (41)

The Fukui function, f(7), is the function which mini-
mizes Eq. (40) and #[f] = 5, the absolute hardness from
Eq. (8) [47]. If one enforces the normalization constraint
(Eq. 41) with a Lagrange multiplier, 4, one finds that
A = 2n and that [47, 48]



n= / SR (42)

Equation (42) is remarkable because the integration is
only over one set of coordinates.

While the gradient expansion approach (Eq. 38) does
not give results for the one-sided Fukui functions, f/(¥)
and f~(¥) may be obtained from the variational
approach by using the one-sided hardness kernels,
n*/=(7,7"), in Eqgs. (40) and (42) [47]. If we use the one-
sided hardness kernels obtained from the zero-temper-
ature limit of the grand canonical ensemble [6], then
nt =n~ = 0; hence, the one-sided hardness kernels have
no inverse.

It seems that this variational method should be the
method of choice for generating the Fukui function.
Unfortunately, accurate determination of the hardness
kernel is complicated by the lack of an accurate explicit
kinetic energy functional, T[p]. Nonetheless, Eq. (40)
has been applied to the Hiickel model [49] and Eq. (42)
has been applied to the Thomas—Fermi—Dirac—
Weizsdcker approximation of Flp] [47].

Since most modern DFT calculations use the Kohn—
Sham method, it seems desirable to use the information
available from a solution of the Kohn—Sham equations
to determine the Fukui function. To this end, Cohen and
coworkers [50-52] showed that one can relate the Fukui
function to the frontier orbital densities of Kohn—Sham
theory through

o= ()]

% Z ’¢LUMO/HOMO( )‘2(1?/ . (43)

spin

Here [(0v9(7') /overr(7)),, ]! is the inverse of the transpose
of  the pOtentldl—pOtCntldl response  function,
(6vo(F) /verr (")) o el is the Kohn-Sham effective

potential, and ¢"UMO (¢1OMO) is the lowest unoccupied
(highest occupied) Kohn—Sham orbital. Fortunately,
one can express (8v(r)/over(r')), in terms of quantities
from a Kohn—Sham DFT equatlon

(5?2?)) P

=370 -f (o),
(44)

where vy is the exchange—correlation potential [53].
Ignoring the second term in Eq. (44), recovers the
“frozen orbital” approximation of Parr and Yang [2].
Accordingly, the second term in Eq. (44) must represent
the effects of orbital relaxation.

We encounter problems when we decide to compute
the effects of orbital relaxation. Consider, for a moment,
just the problems associated with computing
ovxe(F")/0p(F"). While dv.(F")/0p(F") is indeed readily
computed from a given approximation of Fy., it is

Oy (7') 1
e
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probably not accurately modeled by approximate func-
tionals which were designed to reproduce energetic data
(and not the exchange—correlation potential, much less
the functional derivative thereof).

Another approach to computing the Fukui function
was provided by Yang et al. [12, 54]:

P = [y P +Z (5'4) ) (45)
vo(7)
=@ @] +Z <8|¢ ) . (46)

(%)

Here N is the number of electrons in the system and the
¢; are Kohn—Sham spin orbitals. It is apparent that
if one neglects the relaxation of the core orbitals (the
frozen core approximation), Egs. (45) and (46) reduce to

ST = prumo () (47)

/™ (F) = promo (7) (48)
and hence (from Eq. 19)

1) ~ Promo (7) ;FPLUM0<7) ' (49)

Equations (47)-(49) are precisely the densities of the
frontier molecular orbitals; hence, in a frozen core
approximation the (exact) theory of the Fukui function
reverts to an essential element of the approximate
frontier molecular orbital theory of Fukui [55-57].

Michelak et al. [45] have computed the Fukui func-
tion using a variety of the methods previously described
as well as some more sophisticated approximate ap-
proaches. Specifically, they considered the finite differ-
ence approximation to the derivative with AN =1 and
AN = 0.01, a modified finite difference formula in which
only terms linear in orbital changes and occupation
number changes are retained, the frozen core approxi-
mation (Egs. 47, 48) and an approximation to Eq. (46).

Their approximation to Eq. (46) deserves further
comment. If one differentiates the Kohn—Sham equa-
tions with respect to the particle number at constant
external potential, one obtains

7/
<__+U0 |_. Y d7 +ch(’_;) _8i>

X<a¢> ?) l ! ?~/| & (am ))
v (7 vo(7)

(gN) )] $(7) =0 . (50)

One can then get the Fukui function by combining
Eqgs. (50) and (46). By omitting the derivative of the vy,
with respect to N (a term which is approximated to
questionable accuracy by existing functionals), one may
eliminate all the integrals except those which were
already calculated in the course of the Kohn-Sham
calculation (which provides an advantage over methods
using Eqs. 43, 44).
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The results of Michelak et al. [45] indicate that while
the frontier molecular orbital approximation is some-
times qualitatively different from the other methods of
computing the Fukui function, all the other methods
usually give qualitatively similar results. Since the Fukui
function is used to make qualitative judgements about
site reactivity, these results suggest that one may com-
pute the effects of orbital relaxation on the Fukui
function in whatever reasonable manner one finds most
convenient.

6 Miscellany

There are numerous other applications and extensions of
the Fukui function. For instance, we have not included
the extension of the Fukui function formalism to
conductors (where there are ““bands” of occupied states
rather than occupied orbitals) [58, 59]. One can also
fruitfully consider “‘condensed Fukui functions” [12, 45,
60-64], where one affixes a Fukui “index” to each
atomic center (by partitioning the molecule into regions
in either real space or function space and integrating the
Fukui function over that region). The relationships
between the Fukui function and the grand canonical
ensemble of DFT and the relationships between the
Fukui function and the softness kernel and local softness
are also important [24, 51, 65].

In Sect. 2 we hinted at some of the Fukui function’s
shortcomings. The Fukui function measures the change
in the density of a system when the number of electrons
changes at constant external potential. As such, the
Fukui function accurately reflects the component of
chemical reactivity that is conveyed through the transfer
of charge between systems; however, the Fukui function
explicitly ignores the effects of the approaching reagent’s
external potential, assuming, in effect, that the transfer
of charge between reactant molecules occurs at such
large distances that charge distributes itself in a reactant
molecule exactly as it would were the molecule isolated.
This assumption may be good when the transition state
occurs very early along the reaction coordinate (equiv-
alently, when the transition state more strongly resem-
bles the reactants than the products) because in this case
the “point of no return” which determines how the re-
actant molecules will bind to each other is encountered
before the external potentials (hence the density, hence
the Fukui function) of the reactants are significantly
different from those of the isolated molecules. Of course,
the Fukui potential response [66], (01 (7)/ovo(F'))y. en-
ters into the energy expression in the third order and
includes these effects [51]. For cases in which more than
one electron is transferred, the discontinuities in the
Fukui function at integer N cause further complications.

Similar to the previous caveat is the following ob-
servation: the Fukui function is generally computed for
an isolated reactant molecule (using one of the approx-
imations from Sect. 4). When the reactant is placed into
solution, however, the external potential felt by the
molecule changes, and both the ground-state density and
the Fukui function can be expected to differ appreciably
from their values in vacuo. Viewed in this context, it is

remarkable that the frontier molecular orbital theory
does as good a job at predicting reactivity in solution
as it does — especially when one considers the ability
of solvents to stabilize and destabilize charges on
molecules.

One can rationalize the success of the gas-phase Fukui
functions in solution by noting that the chemical po-
tential, g, is relatively insensitive to solvent effects [67]. If
this insensitivity carries through to the Fukui function
(which is a functional derivative of u — see Eq. 21) then
the use of gas-phase Fukui functions is placed on a more
solid footing. Alternatively, consider the argument of
Dewar and Storch [68]: if the solvent is pushed out of the
“reacting region” as the reactant molecules approach
each other then solvent effects may be small enough for
the gas-phase reactivity indices to make qualitatively
correct predictions. Further exploration of the gas-phase
Fukui function’s success in solution is needed.

To the extent that the Fukui function is a qualitative
index, solvent effects and the way f'(¥) changes with v (7)
and N are unimportant whenever such effects do not
change the ordering of site reactivities (as in this case the
predicted site reactivity preferences of the molecule are
unchanged from the gas phase). Certainly we are not
always so fortunate. For instance, the site at which an
ambidentate ligand binds to a substrate will generally
depend both on the solvent in which the reaction is
conducted and on the identity of the substrate. Inas-
much as gas-phase Fukui functions predict that one of
the two possible binding sites is preferable in all cir-
cumstances, the gas-phase Fukui function fails to predict
the correct results whenever circumstances conspire to
make the other binding site preferable. (Contreras et al.
[69] have recently considered such a case, discovering
that including the effects of the Fukui response was
sufficient to give the correct site reactivity predictions for
acetaldehyde enolate.)

Looking towards the future, designing better ways to
compute the Fukui function is still a priority. In this
regard, the search for accurate, explicit, kinetic energy
functionals (so that Eq. 40 or 42 represents a viable
alternative to Kohn—Sham-based methods like Egs. 45,
46) is of great importance. Of course, finding an accurate
kinetic energy functional would also revolutionize DFT
by providing a simple alternative to solving the Kohn—
Sham equations. In the more immediate future, it is
anticipated that the recent progress in computing the
Fukui function from a single Kohn—Sham calculation
will continue, with more and more reliable approxima-
tions being made, while concurrent progress is made in
increasing the methods’ computational efficiency.

As we deepen our understanding of the zero-tem-
perature limit of the grand canonical ensemble [6, 26-28]
and other possible schemes for interpolating between
integer numbers of electrons we may gain new insights
into the Fukui function and its associated reactivity
measures.

Recently there has been some interest in the Fukui
responses, which, we argued, may be important for
systems in which the charge transfer between reactants
only occurs once the reactants are too close together for
either reactant’s Fukui function to resemble its value in



isolation [25, 69]. As efficient methods for computing
Fukui responses become available we may see first-order
corrections to the Fukui function routinely included in
many calculations.

Finally, recent work by Chattaraj and coworkers [70,
71] has focussed on extending the conceptual tools of the
ground-state DFT to excited states. These studies have
the potential to significantly deepen our understanding
of excited-state chemistry.

We close with some additional words on the signifi-
cance of the Fukui function. The Fukui function shores
up the theoretical foundations of frontier molecular
orbital theory. Equations (43)—(46) reveal that the site
reactivity indices of frontier molecular orbital theory
(Egs. 47-49) may be regarded as the frozen orbital ap-
proximation to the Fukui function. The Fukui function
is the zeroth-order index for site reactivity; various
functional derivatives of the Fukui function represent
higher-order corrections to the zeroth-order site reac-
tivity map provided by the Fukui function. For instance,
the first-order correction to the Fukui function is

+/0/= (7
Sf 1IN, v (F); 7] = (afaNU) Lo<~>dN

of 1 (7) YA
—|—/ ( 500 ) ovg(F")dr" .

(51)
Hence, frontier molecular orbital theory may be consid-
ered as an approximation to the theory of the Fukui
function, which is itself an approximation (since it is
corrected by Eq. 51 and higher-order corrections) to the
exact site reactivity map of a molecule.

Also significant is the fact that the Fukui function can
be used to provide an ‘“‘aufbau principle” for DFT.
To see this, find f5 (¥) and subtract this from p(7) to get
the N — 1 electron density py_;(¥) (see Egs. 30, 31).
Continuing this process until all the electrons have been
removed, one finds that

P =Sy ()

n=1

IR

where £, (7) is the Fukui function from below for the n-
electron system. The second equality in Eq. (52) extends
this “‘aufbau principle” to approximate density func-
tionals (where Egs. 30, 31 are invalid). Equation (52)
has considerable potential as a conceptual tool since it
allows one to build an N-electron density from one-
electron densities just as one might build an N-electron
wavefunction from orbitals.

(52)

Il
Mz

n

7 Conclusion

We started this review by indicating that we should
strive for general principles that explain a wide range of
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chemical phenomena. The use of the Fukui function
provides one such principle [2, 3, 12, 72-75]. While the
Fukui function may give erroneous results in situations
where the first- and higher-order corrections thereto are
important, it is the leading-order term in an exact theory
of the site reactivity of a molecule.

The Fukui function successfully predicts relative site
reactivities for most chemical systems. As such it pro-
vides a method for understanding and categorizing
chemical reactions. More importantly, the Fukui
function can be used to predict what the products of a
given reaction will be. As computing the Fukui func-
tion becomes faster and easier, its predictive ability
might be routinely used to winnow the list of poten-
tially useful reagents, catalysts, etc. before performing
the types of experiments or calculations necessary to
fully characterize a chemical reaction. This predictive
ability renders the Fukui function an important tool of
the chemist.
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